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Abstract 

Big Data is clearly one of the most used buzzwords nowadays, but it really seems that the 

phenomenon of Big Data will have a huge effect on many different fields, and may be regarded as 

the new wave of the information revolution started in the 60s of the last century. The potential of 

exploiting Big Data promises significant benefits (and also new challenges) both in the private and 

the public sector – this essay will focus on this latter. 

 

After a short introduction about Big Data, this paper will first sum up the potential use of Big Data 

analytics in the public sector. Then I will focus on a specific issue within this scope, namely, how 

the use of Big Data and algorithm-based decision-making may affect transparency and access to 

these data. I will focus on the question why the transparency of the algorithms is raised at all, and 

what the current legal framework for the potential accessibility to them is. 

 

1. Big Data – the new wave of information revolution 
 

The expression of “Big Data” is definitely one of the most used buzzwords in any discussion about 

recent technological development. Despite or besides the “Big Hype” about Big Data3 it really 

seems that this revolution “will transform how we live, work, and think”.4 The recent tendencies 

can be regarded as the new wave of the information revolution started in the 1960s. 

 

The Big Data phenomenon has many faces, no comprehensive definition is used – the approach by 

IT experts and tech companies, by economists or by lawyers may be different. Still, there are some 

common cornerstones to describe the Big Data tendencies: the industry uses the so called 3-4-5 (or 

even more) “Vs”, as decisive features:5 (1) Volume refers to the enormous and fast increasing 
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amount of data; (2) Variety means the diversity of the data (including the fact that most of the data 

are unstructured, and could hardly be processed with the “old” data mining techniques); (3) 

Velocity refers to the fact that both the appearance of any new data and the expected analysis of 

these data are very fast (often real-time); and (4) Veracity points to the uncertainty of data. 

 

Data alone are not enough, of course, so the main issue is how to analyse them. Not surprisingly 

new data mining technologies and powerful algorithms have emerged recently to solve this 

problem, including self-learning algorithms, which may “develop” by themselves, if enough data 

are available for them. But the operation of the algorithms is often described as a “black box”. First, 

the actual way how they work is not understood by average people, and, besides this, the algorithms 

are usually treated as a treasured trade secret of the tech companies. Moreover, machine-learning 

mechanisms may pose a further risk, since their operation and their results are often inscrutable at 

times even for their programmers [5, p. 10]. 

 

Some general consequences of the spread of Big Data analytics are predictable. As Cukier and 

Mayer-Schönberger summarize it, first of all, no sampling of data will be necessary, since all (or 

almost all) data can be analysed – as they refer to it, using the terminology of statistics, “n = all”. 

Once we have so many data, no clear hypotheses or straightforward questions are needed. This also 

means that unexpected and surprising correlations may be revealed. Another consequence – say 

Cukier and Mayer-Schönberger – may be the shift from causation to correlation: Big Data analysis 

only answers the question: “what”, but says nothing about “why”, but in many situations this is far 

enough [6, pp. 30-32]. Finally, and from a legal and ethical point of view this seems to be the most 

important one, Big Data analysis tends to be used for predicting future actions and behaviours with 

a considerable degree of probability (and predictions can be easily used for manipulation and 

nudging) [25, p. 25]. 

 

Generally, it seems that exploiting the potentials of Big Data holds out unprecedented business 

opportunities and benefits for the society as a whole, but also gives rise to new risks and challenges, 

of course. The potential spheres of usage are almost endless: development of new products and 

services, more effective (online) marketing and sales activity, health care, energy networks, 

transport and traffic systems, journalism, crime prevention and investigation, urban development, or 

gaining new scientific results, etc. 

 

2. Big Data in the public sector 
 

2.1. Potential use of Big Data and algorithms in the public sector 

 

It is quite avowed that the activity of the public sector is based on data: using information is deeply 

embedded in the services provisioning, inspection and policy-making activity [14, p. 363]. So any 

changes (mainly if these changes seem to be radical) in the way of managing data shall significantly 

affect the operation of the public bodies. 

 

As for the positive effects, Big Data analytics in the public sector may result in smarter data 

management, more effective (evidence-based) decision-making, personalized public services, better 

predictive analysis and problem solving [11, p. 386], and it may reduce fraud and corruption, 

increase transparency [20, p. 289], – so generally more productivity and efficiency is expected. 

These are more or less the same opportunities that come up in the business sphere. 
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Although there are some driver factors, there are also significant constraints of the spread of Big 

Data analytics in the public sector, like the lack of political willingness, lack of skilled people or 

legal uncertainties and concerns [18, p. 199]. Still, if we have a look at the relevant literature, we 

may find many examples and efforts for the usage of Big Data and algorithms in the public sector 

from all over the world: some of these are only plans or intentions, some others are in a pilot 

program phase and there are also examples for everyday use. Before looking through these 

examples and ideas, it has to be noticed that some of them have emerged in countries with a much 

lower level of privacy protection compared to the strict European data protection regime. However, 

I find it useful to show these tendencies too, to make the potentials (including the potential risks) of 

Big Data analytics more tangible. 

 

1. Analysing traffic and transport data. Big Data analytics is often used for making traffic and 

transport systems more effective. In Brazil, for example, the continuous monitoring of traffic and 

road conditions helps to reduce the time to identify traffic problems from several hours to several 

minutes and assists in prioritizing road repairs. In Japan, an integrated system is designed to resolve 

traffic problems, like traffic congestion and accidents [11, p. 387]. If we use our fantasy, many 

other solutions can be imagined (some of these are likely to be used somewhere): analysing the data 

of all passengers and travels may help fine-tuning the mass-transit system (e.g. instant decisions on 

starting another bus or tram), analysing of real-time traffic data may help using intelligent traffic 

lights, or – by analysing the bigger picture – may help decide where a new road should be built or 

which older one should be reconstructed. 

 

2. Improving health care services. Big Data holds out great opportunities both for more effective 

medicine and for improving the health care system itself. Analysing a huge amount of data may 

help detecting harmful (or even deadly) drug interactions [4], and may improve personalized 

medicine [1]. Predictive analysis, as it has been tried in Australia, may help in the hospitals’ 

resource management, such as bed management, staff resourcing, and scheduling of elective 

surgery, but even the workload of an emergency department can be predicted with an accuracy of 

up to 93% [11, 13]. 

 

3. Fighting against tax fraud and corruption. We may find some examples that new data mining 

technologies are used in tax administration [22] and fighting against corruption, which seems to be 

reasonable, since a quite complex approach and analysis of a wide range of data is needed in these 

fields. There was, for instance, a Hungarian pilot program for using text-mining methods to analyse 

text-based public databases (procurement database, company registry, legal databases and publicly 

available other sources, like forums, blogs, and social media activity) in order to find fraudulent 

practices in the public procurement processes. The semi-automated system helped to find signs of 

suspicious behaviour, like invalid bids, co-ordinated high prices, geographically based market co-

ordination, suspiciously similar prices or tenders, etc. [23]. 

 

4. Big Data for crime prevention and in criminal procedures. It is generally accepted that 

prevention is always better than reaction. Using Big Data methods makes predictive policing 

available, where historical (crime) data is used to discover trends and patterns, which might allow 

more effective and efficient deployment of police forces [18, p. 198]. Former data may be used to 

predict the location and time of a future crime likely to be committed, including identifying 

endangered zones [6, 19]. However, prediction may be used for a single person too. In some states 

of the United States software algorithms are used to assess some risks regarding the defendants, like 

pre-trial risks and risks of re-offending – and this information is used in the procedure or in the final 

judgement by the court [8, 15]. We could also find examples for actions taken against people before 
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committing a crime. In 2014, the “Chicago Police Department sent uniformed officers to make 

»custom notification« visits to individuals,” because they had been identified by a software as 

people likely to commit a crime. “The idea was to prevent crime by providing them with 

information about job training programs, or let them know about increased penalties for people with 

certain backgrounds” [17]. Besides these examples of predictive analysis, it is important to see that 

Big Data methods are also used in the course of the investigation, e.g. for mapping the complex 

connection graph of the suspect [19, p. 192]. 

 

5. Fighting against unemployment. At first glance, it is not an obvious field of use, but we may find 

some examples for using Big Data and algorithms to reduce unemployment. In Germany, the 

historical customer data (including profiles) were analysed by the German Federal Labour Agency 

in order to offer more personalized services for unemployed people [11, p. 387, 18, p. 198]. 

 

6. Big Data in education. Among many other possible fields, algorithms may be used for complex 

evaluation of students’ school performance [9, p. 1], but, on the other hand, also for analysing a 

mass of social media messages in order to get a real picture about the students’ satisfaction with 

their courses and teachers [21, p. 17]. 

 

7. Analysing environmental data. Mass collection and analysis of environmental data may happen 

for several reasons. In India, for instance, real time monitoring of water flow is planned to minimize 

unaccounted water by detecting large changes in water flow [11, p. 387]. In the United States, 

algorithms help asses “the risks children face from exposure to lead at hazardous waste sites”. A 

software for weather forecasts also uses a huge amount of data and sophisticated algorithms [9, 12]. 

 

These more or less randomly collected examples clearly show the relevance of Big Data analytics in 

the public sector in a very wide range and in divergent fields of use. It is clear that the public sector 

may win much by using the new technologies, but some of the examples might also remind us about 

the potential risks and challenges. 

 

2.2. Risks and challenges 

 

Using Big Data and algorithmic decisions may give rise to many ethical and legal concerns. If we 

think about taking any kind of actions against a person who is only predicted to commit a future 

crime or the fact that Big Data analysis may easily reveal hidden, surprising correlations and new 

information “never asked for”, the alarm is surely sounding in many lawyers’ heads. 

 

The rich legal literature on these issues focuses – besides some others – mainly on discrimination, 

on privacy concerns, (both are very important and valid, but not the subject of this paper now), and 

on transparency and accountability for the algorithmic decision making. I am going to continue with 

this latter issue. 

 

3. Big data and transparency of algorithmic decision-making 
 

Although it seems at first glance that everyone may have easy access to information via the Internet 

and online services, access to the Big Data (meaning access to a huge amount of data), and 

especially, access to the new data analysing technologies and algorithms is actually limited. The 

present era “is characterized by an increasing concentration of the control over the information in 

the hands of a limited number of private and public entities, which, in different cases, cooperate in 
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sharing information with each other to increase their position as owners and gatekeepers of 

knowledge” [16, p. 23]. The imbalance of the informational power seems to be bigger than ever. 

 

I collected many fields of use of Big Data analytics and algorithms in the public sector, providing 

some actual examples. It is quite clear that the results of any decision based on these new methods 

and techniques may significantly affect the life of a single person or a smaller or bigger community, 

but sometimes also the whole society. 

 

Theoretically, it may have many advantages if the decision is based on a huge amount of real data 

and on smart algorithms. First, it seems that the exclusion of human nature may lead to a more 

objective and unbiased result. In many cases this is far from true, and the algorithms may contain 

biases. This may be “pre-existing”, which means that if the used data show a discriminatory 

practice, the algorithm will “learn” this and use it as a standard. There may also be hidden problems 

in the code itself, which may lead to biases, and these may be invisible even for the programmers 

[9, p. 2]. 

 

Another problem that may arise is that the use of Big Data and algorithms may show surprising, 

unexpected results, usually only showing the correlation without justified causality. How can these 

kinds of “unjustified results” be accepted by the subject of the decision? [24, p. 108]. How can 

someone challenge a decision which is not based on reasons, only on correlations, especially if the 

way how the result came up is not known at all? 

 

If the algorithms are not transparent, some further uneasy questions may arise: How is it known that 

the algorithm is fair and just, and not discriminatory? What are the limits, how is it known when it 

will break down or fail? What are those data that are excluded or overemphasised by the 

algorithms? [7, pp. 9-10]. 

 

Based on these reasons many argue that algorithms should be more transparent, or somehow 

controllable, or at least these issues have to be seriously dealt with [7, 9, 10, 16]. On the other hand, 

it also has to be noted that the development of new and powerful algorithms is the driving force of 

today’s IT innovation, the success of companies nowadays, both that of the big ones and thousands 

of start-ups, is largely based on the new analysing methods. In my view, it is reasonable to 

distinguish between the decisions in the business sector and in the public sector. In the business 

sector the relationship between the partners is – at least theoretically – based on voluntarity, and 

ideally the market competition works well enough to force business actors to offer the most 

desirable terms and conditions, including as much transparency as expected by the customers. So 

generally the decisions of the companies, for example, a bank’s decision about a loan based on a 

scoring system, or about the amount of the insurance fee based on certain personal circumstances 

[24, p. 108] are not subject to detailed justification by law. Admitting that this is an idealized 

picture also about the business sector,6 in the public sector the situation is inherently different. The 

decisions are usually compulsory for those concerned, and there is no possibility to turn to the 

“competitor” if the “terms and conditions” are not acceptable. On the other hand, procedural rules 

are guaranteed by fundamental rights and by detailed legal regulation, and there is a possible 

remedy and judicial control over the decisions. However, to use any possible remedy, information is 

needed about the details of the background of the decision, so that is why generally it has to be 

                                                 

6 Some companies are in a monopoly or quasi-monopoly position (e.g. due to the network effect), or all the actors on 

the given market basically use very similar data analytics while providing their services, etc. 
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justified in a written form by the decision making body. As a summary, the transparency of the 

algorithms seems to be much more important in the public sector than in the business sphere. 

 

Finally, accepting at least the thesis that transparency of the algorithms has to be studied, and seeing 

that the legal situation concerning the transparency of algorithms is far not obvious, as a first step it 

is worth to give an overview of the affected legal institutions and instruments. Therefore, I will try 

to provide a picture of the relevant legal provisions. 

 

4. Current legal framework of the transparency of algorithms 
 

If we are thinking about the transparency and accessibility of certain information (the algorithms) in 

certain decision-making processes, it is first worth to study their accessibility by the general public, 

and then the possibility to have access for those who are the subject of the decision. 

 

4.1. Access to algorithms by the general public 

 

The first question worth studying is whether the algorithms on which a decision is based are 

accessible for the public under Freedom of Information (FOI) Law. The detailed rules of  freedom 

of information and/or access to public documents are not harmonized in the EU, so they may vary 

in the different countries. So the starting point of the analysis is the Hungarian FOI regime,7 but my 

consequences are valid in a much broader sense, since it seems that the basics of FOI Law, namely 

what is accessible (in most countries the data or information, no matter what medium it is stored 

on), and the limits of access (national security, personal privacy, commercial confidentiality and 

internal documents or discussions) are quite similar in the different FOI regimes [3, p. 22]. 

 

Katherine Fink made an analysis based on the US FOI Law to answer the question of the 

accessibility of algorithms. Following her – very logical – structure, first, it is worth to try to answer 

whether algorithms are a kind of information which is subject to the FOI Law at all and second, to 

study whether any of the exemptions can be applied to algorithms [9].8 

 

Under the Hungarian FOI regime, the subject of the law is “public information”, which “shall mean 

any known fact, data and information, other than personal data, that are processed and/or used by 

any person or body attending to statutory State or municipal government functions or performing 

other public duties provided for by the relevant legislation (including those data pertaining to the 

activities of the given person or body), irrespective of the method or format in which it is recorded, 

and whether autonomous or part of a compilation.”9 Although the definition is quite wide, it is far 

not obvious, whether an algorithm used by a public body comes under the scope of this definition. 

 

Even if we accept that the algorithm itself10 is subject to the FOI Law, still the applicability of some 

exceptions may arise. First it can be regarded as a “data underlying the decisions” (data for internal 

use), which may be kept in secret for ten years from the date it was compiled or recorded. It may 

also be kept in secret after the decision is made, if it supports a future decision as well, or if 

                                                 

7 Act CXII of 2011 on the Right of Informational Self-Determination and on Freedom of Information (Infotv.) 
8 She also made an empirical research about whether software and algorithms were provided based on a FOI claim, and 

found also positive results, when e.g. the used software was an open source one, and its operation could be fully 

analysed. 
9 Infotv., Sec. 3. 5. 
10 At this time I will not deal separately with the legal status of input and output data, which could form the basis for 

further study later on. 
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disclosure is likely to jeopardize the legal functioning of the body or the discharging of its duties 

without any undue influence.11 It seems that under the Hungarian Law the algorithms may easily be 

regarded as “data underlying the decision.” 

 

Another limitation to access to public information is trade secret. Algorithms of private companies 

are typically their treasured trade secrets, so their accessibility is based on the company’s decision. 

If the algorithm is developed by the public body itself (or by another public body), the situation is 

different, since they cannot generally refer to a trade secret as an exception. 

 

Finally, no data is accessible if it is personal data (with some very limited exceptions). The 

algorithm itself is very unlikely to constitute personal data, but both the input and the output data 

may be personal data. In this case, data protection regulations shall apply, which exclude general 

accessibility, but at least grant access rights for the data subject to their own personal data. 

 

4.2. Access to algorithms by the individual concerned 

 

Decisions on individuals may concern natural or legal persons. If the decision of the public body 

concerns a natural person, than the access rights under the data protection law shall apply. Besides 

this, both for natural and legal persons access rights to the documents of the proceeding in question 

(e.g. public administration procedure, civil procedure or criminal procedure) may be applied. 

 

4.2.1. Data Protection Law 

 

The law on data protection is harmonized in Europe, after 25th May 2018, the new European 

General Data Protection Regulation,12 the GDPR shall apply.13 In the Data Protection Law context 

two definitions are relevant. One is profiling, which “means any form of automated processing of 

personal data consisting of the use of personal data to evaluate certain personal aspects relating to a 

natural person, in particular to analyse or predict aspects concerning that natural person's 

performance at work, economic situation, health, personal preferences, interests, reliability, 

behaviour, location or movements”14 and the other is “automated decision making”, which is not 

defined generally. Automated decision-making may have two types: (1) the one as defined in 

Article 22, which refers to “decision based solely on automated processing [without human 

involvement], including profiling, which produces legal effects concerning him or her or similarly 

significantly affects him or her”, and (2) those automated decisions which do not meet these 

criteria, whether because they are only partly automated (there are meaningful human 

interventions), or because they have no legal or similarly significant effect. 

 

Based on the examples summarized above, we can see that in the vast majority of the cases, no fully 

automated decisions are made, based on profiling, in the public sector, rather human intervention is 

typical, and the algorithms “only” help the decision maker to decide. Concerning these cases the 

special rules based on Art. 22 shall not apply. This means that the general data protection rules are 

applicable supplemented with some special details, based on the interpretation of the general rules. 

                                                 

11 Infotv., Sec. 27. (5)-(6). 
12 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of 

natural persons with regard to the processing of personal data and on the free movement of such data, and repealing 

Directive 95/46/EC 
13 Before that date, the national implementations of the Directive of 95/46/EC (Data Protection Directive) are 

applicable. 
14 GDPR, Art. 4 (4) 
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The data subject shall generally have the right to get information before the data processing, and the 

right of access at any time during the data processing. The obligation covers to provide information 

about the purposes of the data processing, including the fact that the processing is for the purposes 

of both profiling and making a decision based on the profile generated; and about the processed 

data, which means that at least the input data should be made available for the data subject, and 

some general information about the profile itself. 15 Nevertheless, this does not mean the 

accessibility of the algorithm itself. 

 

It is not typical (so far) in the public sector that decisions are made without any human intervention, 

but if the automated decision is solely automated and it has a legal or significant effect on the data 

subject, more information should be provided. In this case, the data subject has the right to get 

meaningful information about the logic involved, and about the significance and the envisaged 

consequences of the decision.16 According to the Article 29 Working Party, this still does not 

necessarily mean the disclosure or even the complex explanation of the algorithm, but the data 

controller “should find simple ways to tell the data subject about the rationale behind, or the criteria 

relied on in reaching the decision” [2, p. 14]. 

 

It is have to be emphasised again that these rules are not applicable to legal persons, even if they are 

subject to profiling activity and decisions supported by algorithms. 

 

4.2.2. Access to the documents of the proceedings 

 

The second field, applicable both to legal and natural persons is the right to access to the documents 

of the proceedings in which the person is involved. This field is not harmonized at European level, 

so the national legislation may vary significantly about the details. Still, it is quite general that the 

subject of the proceeding has the right to access the relevant documents of the proceeding.17 This 

access is far not unlimited, of course. Based on the Hungarian rules, we can see that trade secret for 

instance may be a reason to limit the access rights of the parties.18 It is quite common that a 

software or algorithm, which may help the public body, is a trade secret of a company, or it is under 

copyright protection. In these cases, the accessibility of the algorithms may be excluded or very 

limited. 

 

5.  Conclusions 
 

The transparency of Big Data and algorithms is and will be a hot topic in legal academic literature, 

mainly because their relevance is surely going to increase with the evolution of Artificial 

Intelligence (which is, at this point, mainly based on Big Data and the new analysing methods). In 

this article, first, the potential usage of these new technologies in the public sector was pointed out, 

and then we referred to some basic ideas and thoughts about the necessity of making algorithms 

more transparent. 

 

Then the current legal framework for accessing the algorithms that are used in the course of 

decision-making by a public body was shown. First, we analysed whether these algorithms are 

                                                 

15 GDPR, Art. 13, 1., Art. 14. 1., Art. 15. 1. and WP251, p. 23-24. 
16 GDPR, Art. 13. 2. (f), Art. 14. 2. (g), Art. 15. 1. (h) 
17 Cf. in the Hungarian Law, Act CL of 2016 on General Public Administration Procedures (Ákr.) Sec. 33., Act CXXX 

of 2016 on the Code of Civil Procedure (Pp.) Sec. 162., Act XC of 2017 on the Code of Criminal Procedure (Be.) Sec. 

100-102. 
18 Ákr, Sec. 34. Pp. Sec. 163. 
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accessible under the Freedom of Information regime and second, whether at least those who are 

affected by the decision have the possibility to have access to the algorithms. The result of this 

overview has shown that the possibility of access is quite limited in both fields, and it is mainly 

based upon the decision of the “owner” of the algorithm, or on the decision of the public body. This 

situation calls for changes: the transparency and accessibility of the algorithms surely has to be 

improved in the public sector. But the question of “how” will be the subject of another study. 
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